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1 Introduction 
As large language models (LLMs) and AI applications continue to surge forward, both excitement and concern ripple 
through the public discourse. The public release of GPT3, GPT4, and ChatGPT spurred frantic competition among tech 
giants, with Microsoft announcing a conversational version of its Bing search engine [35] and Google following soon 
thereafter [22,23]. At the same time, the academic [17,31,38,43] and popular discourses [24,25,30,40] around these 
technologies oscillate between amazement and moral panic [14,20,28,34,46]. Higher education is not immune, with 
heated discussions on the future of academic standards, peer review, and students’ assessments [15,27,42,47]. 
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A critical juncture unfolded between March 29th and 31st, 2023. On March 29th, the Future of Life Institute (FLI) 
released1 an open letter [19] advocating for a six-month moratorium on “training AI systems more powerful than GPT-
4.” On the same day, Time magazine published an op-ed by Eliezer Yudkowsky warning that building a “too-powerful 
AI” could destroy Earth’s biological life [49]. By March 30th, Italy’s data protection authority temporarily2 banned 
ChatGPT, investigating whether it violated the GDPR by using conversations as training data and exposed minors to age-
inappropriate content [44]. Finally, on March 31st, the Distributed Artificial Intelligence Research Institute (DAIR) 
published a response to FLI’s letter, advocating for transparent regulation to protect vulnerable populations [21]. 

All these public initiatives share the goal of implementing stricter regulations on the development of LLMs and 
related AI technologies. However, despite this shared objective, they are rooted in fundamentally different ideologies, 
which often go unacknowledged. Amidst these intertwined discussions, our objective is to dissect the ideological 
underpinnings of the positions in the debate on LLMs and AI. By analyzing the back-and-forth between FLI and DAIR 
[19,21], we tease out two competing political visions shaping the discourse around AI governance, and we aim to help 
researchers to orient themselves in this rapidly-evolving debate. 

2 Methodology 
This work is situated in Humanistic HCI [3], an interdisciplinary perspective combining methodologies and concepts 
from the humanities with the application domain of Human-Computer Interaction. We focus our analysis on the FLI and 
DAIR letters, and, secondarily, we also consider other webpages hyperlinked to from the primary texts3. We apply close 
reading, a method from narrative theory [12], to produce a detailed and technically informed examination of the FLI and 
DAIR’s letters [19,21]. These texts are of interest to CUI and HCI as they exemplify the current discourse around LLMs 
and to the humanities for their socio-cultural significance.  

We followed the same analytic procedure for both texts. First, we archived the first public version of each letter 
[19,21]. We examined their cultural and academic context of production by scanning other recent publications of the 
same authors and recent texts referring to them. From this, we identified two conceptual lenses (“existential risk” and 
“ongoing harm”) that we used to orient our analysis. Then, we segmented the letters into sequences and open-coded them 
[1,11]. This yielded three thematic clusters (“risk priorities,” “AI Regulation,” and “attribution of responsibility”). We 
described each cluster through the lenses of existential risk and ongoing harm. In conclusion, we critically interpret the 
two texts and their ideological perspectives. 

3 Conceptual Lenses 
We introduce two conceptual lenses, existential risk and ongoing harm, shaped by the cultural and academic context of 
the FLI and DAIR letters. 

3.1 Existential Risk 
The “lens of existential risk” expresses a longtermist perspective4 [32,39], which prioritizes maximizing humanity’s 
potential in an astronomically long timeframe. The reason why we turn to longtermism for this conceptual lens is 
twofold. First, it is evoked in the DAIR letter, accusing FLI of addressing points that are “the focus of a dangerous 
ideology called longtermism.” Additionally, we confirmed through the openphilanthropy.org website that FLI received 
annual grants under the “longtermism” category. 

To understand existential risk from a longtermist view, we must first delve into its core ethical tenets. Longtermism 
[32,39] is a philosophical perspective concerned with humanity’s “full potential,” determined with a quantitative and 

 
1 The FLI open letter was first circulated amongst selected recipients from March 22nd, 2023, but it remained under embargo until March 29th. In the 
following weeks, other content (a FAQ, some additional documents, …) was added to the webpage. In our analysis, we consider the letter’s text as it was first 
published on March 29th. 
2 The service was restored on April 28th [26]. 
3 It is also significant that the FLI letter cites a famous paper by the DAIR authors [5], and that the DAIR letter is a direct and critical response to FLI. 
4 As a specific philosophical term, “longtermism” does not correspond to the general notions of “planning for the long-term” or “caring for future generations.” 
See Moreno’s recent work unpacking its “anti-presentist” ideology [37]. 
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utilitarian formula. Such potential is calculated by estimating the number of people born throughout humanity’s existence 
and taking that as an absolute parameter: the more humans expand and multiply, the higher humanity’s achieved 
potential is. Furthermore, the speculative models underlying longtermist moral calculus assume that humanity will 
eventually colonize space, evolve into a posthuman technologically-augmented race, and produce sentient beings living 
in computer simulations [7,8,10]. When the staggering amount of yet-to-be-born spacefaring posthuman lives is 
compared with the humans living now on Earth, longtermists believe that we have a moral duty to the former by their 
sheer number. 

This belief leads to morally contentious conclusions, such as Bostrom’s foundational work [7] advocating for 
maximizing economic productivity without considering climate change – which, in a longtermist perspective, is a minor 
setback worth the losses it produces. Furthermore, Beckstead writes: “Saving lives in poor countries may have 
significantly smaller ripple effects than saving and improving lives in rich countries. Why? Richer countries have 
substantially more innovation, and their workers are much more economically productive” [4]. Longtermists’ position 
on AI follows from their ethical tenets and can be traced back to Bostrom’s work [7–9]. AI is an essential element in the 
road towards this longtermist future, but one that needs to be managed well. Bostrom recognizes that a loyal AI system 
could hasten human advancement but contends that disloyal AIs are existential risks. Longtermist moral calculus deems 
ethically wrong anything that lowers humanity’s potential; therefore, AI research is viewed with extreme caution. 

Adams et al. [2] critique this perspective, stating that “Longtermists encourage us to deprioritize the needs of existing 
people, whose numbers pale in comparison to those of future generations. This focus on an abstract future often results 
in overlooking the concrete ways in which that future will materialize.” In the context of our analysis, the “lens of 
existential risk” teases out elements that, in a longtermist view, increase the risk of a hypothetical rogue AI. When 
analyzing a text through this lens, we highlight all elements that longtermists would deem ethically wrong. 

3.2 Ongoing Harm 
The “lens of ongoing harm” addresses human rights-based approaches to AI [33] and, to illustrate its significance for our 
analysis, we refer to a paper by Prabhakaran, Mitchell, Gebru, and Gabriel [41], which is notable because two authors 
(Mitchell and Gebru) are also co-signatories of the DAIR letter. They argue that implementing a human rights-based 
approach to AI allows developers to align systems with various socio-cultural contexts. It would also enable them to 
acknowledge the responsibilities and duties of different actors, including AI systems, towards individuals and create 
frameworks that involve historically marginalized communities in essential AI system decisions. Prabhakaran et al. [41] 
argue that addressing AI research with a human rights-based approach helps forge a stronger connection between AI 
models, the socio-technical systems they operate in, and the ongoing harm caused by AI. The authors suggest that this 
approach can support a reorientation away from formal principles and towards human welfare and a person’s capacity to 
flourish. Additionally, the authors suggest that human rights frameworks offer well-established principles centered on 
human vulnerabilities and needs, promoting greater accountability in AI systems.  

Historically, human rights and values have played a vital role in analyzing and designing digital artifacts. Value 
Sensitive Design (VSD) is a well-known perspective in HCI that offers a “theoretically grounded approach to the design 
of technology that accounts for human values in a principled and comprehensive manner throughout the design process” 
[18]. It has evolved over the past two decades, with attempts to connect VSD to legal frameworks such as the European 
Convention on Human Rights [29] and the Convention on the Rights of Persons with Disabilities [13]. 

When we apply the lens of ongoing harm in our analysis, we bring to the forefront contexts where people experience 
injustice, human rights violations, and other damages. It helps us to uncover and address the issues that AI technologies 
create for vulnerable populations by focusing on the potential harm inflicted on individuals. By employing this lens as a 
conceptual tool, we reveal issues and opportunities to incorporate human rights principles into AI design and investigate 
how AI can support human rights practices. 
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4 Analysis 
We present our close reading of the FLI and DAIR letters. We identified sequences and actors expressed in the texts and 
analyzed how their arguments were constructed. Through open coding, we identified three thematic clusters: “Risk 
Priorities,” “AI Regulation,” and “Attribution of Responsibility.” 

4.1 Sequences 
We begin by identifying the significant sequences and actors present in the texts. 

Table 1: Sequences in the FLI letter 

Sequence title Summary 
The risks of advanced AI The FLI letter expresses concerns about the potential risks associated with advanced AI, warning that 

AI can surpass human intelligence, resulting in unprecedented societal change. 
Crucial decisions on AI It highlights that humanity faces crucial decisions on AI development, focusing on the ethical 

implications of developing non-human minds that could eventually replace humans. 
Call for pausing and refocusing 
AI research 

It calls for a pause of AI research, urging to assess the potential risks and benefits of AI development 
and to redirect efforts towards ensuring AI safety, value alignment, and long-term societal flourishing. 

Proposals for AI governance It proposes that AI governance should involve AI developers, independent experts, and policymakers, 
ensuring that AI policy follows a precautionary approach. 

Table 2: Sequences in the DAIR letter 

Sequence title Summary 
Critique of the FLI letter’s 
focus on hypothetical risks 

The DAIR letter critiques FLI’s focus on hypothetical risks, arguing that it diverts attention from 
present-day problems and that FLI’s emphasis on potential future existential threats is 
disproportionate to the urgency of addressing current issues. 

Call for transparency and 
accountability in AI 

It calls for accountability, emphasizing that AI developers and companies should be held responsible 
for the societal consequences of their technologies, and that AI systems should be designed to 
prioritize human rights. 

Emphasis on addressing current 
issues and social equity 

It underscores the need to address ongoing social inequities exacerbated by AI systems, focusing on 
the harm caused by worker exploitation, data theft, and concentration of power. It advocates for 
inclusive AI governance. 

4.2 Risk Priorities 
We examine the elements that are indicated by FLI and DAIR as severe dangers brought forward by AI. By doing so, we 
aim to make explicit the priorities expressed in the two letters. The “lens of existential risk” brings to the forefront FLI’s 
concern about superhuman AIs, coherently with longtermist concerns. On the other hand, DAIR’s concerns – which are 
not projected in the future but are grounded in the here-and-now – come across clearly through the “lens of ongoing 
harm.” 

FLI’s rhetoric is emphatic, with passages like “Should we develop non-human minds that might eventually 
outnumber, outsmart, obsolete and replace us?” and “out-of-control race to develop and deploy ever more powerful 
digital minds that no one – not even their creators – can understand, predict, or reliably control.” The risk is presented 
as overwhelming (“non-human minds that might eventually outnumber us”) and uncontrollable (“no one […] can 
understand [AI]”) for the whole humanity (“obsolete and replace us”). FLI paints a picture of a deadly fight between 
humanity and AI, set in an unspecified future (“eventually”). 

Conversely, DAIR’s text prioritizes addressing present concerns about developing and deploying AI technologies. 
Their rhetorical structure is based on hyperlinking key texts [6,16,36,45,48,50] to their argument. In what follows, we 
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synthesize the documents they refer to. DAIR mentions worker exploitation in AI-driven industries, where underpaid gig 
workers, such as data laborers and content moderators, experience precarious labor conditions and are often recruited 
from impoverished populations [6,48]. Additionally, DAIR mentions intellectual property theft through AI-generated 
content [36] (e.g., Stability AI and Midjourney have been accused of using others’ intellectual property without 
permission). DAIR’s letter also raises concerns about the opacity and lack of transparency in search systems [45], which 
can lead to transparency issues and potentially negative consequences for information verification. Lastly, it emphasizes 
the risk of automation exacerbating existing inequalities, and AI systems can reinforce and perpetuate these injustices 
[16,50]. 

4.3 AI Regulation 
A second cluster we found in our analysis pertains to AI regulation and governance proposals presented in the two 
letters. We tease out the authors’ conceptions of humanity and society in relation to AI and their implicit visions of AI 
regulation. 

FLI and DAIR’s different conceptualizations of humanity are evident in the letters. On one side, FLI adopts rhetorical 
structures constructing humankind as a monolithic collective actor, such as: “Should we let machines flood our 
information channels with propaganda and untruth? Should we risk loss of control of our civilization?” For FLI, 
humanity is defined in opposition to non-human minds, with a construction of “otherness” that implies an almost alien 
inscrutability. Vice versa, DAIR highlights the diversity of actors developing AI technologies, deploying them, or being 
affected by them, often negatively. As discussed above, DAIR strategically uses hyperlinks to point at marginalized 
communities, tech and gig workers, and creative professionals at risk of intellectual property theft. 

The differing approaches of each text toward AI governance and decision-making further reflect the distinction 
between monolithic and nuanced views of humanity. DAIR emphasizes inclusive processes that consider the 
perspectives of marginalized and affected communities. They write: “Those most impacted by AI systems, the 
immigrants subjected to “digital border walls,” the women being forced to wear specific clothing, the workers 
experiencing PTSD while filtering outputs of generative systems, the artists seeing their work stolen for corporate profit, 
and the gig workers struggling to pay their bills should have a say in this conversation.” In contrast, FLI implies a top-
down approach to governance by suggesting that “AI developers must work with policymakers to dramatically accelerate 
the development of robust AI governance systems.” 

In FLI’s view, concerns of a smaller scale, such as the experience of underserved minorities, do not register through 
the lens of existential risk and are given a lower priority. Vice versa, they are outstanding when observed through the 
lens of ongoing harm and are central to DAIR’s text. Furthermore, the two letters reveal opposing views on society and 
technology. Through the lens of existential risk, FLI’s tech-driven stance is evident when they write, “we can now enjoy 
an AI summer in which we […] give society a chance to adapt.” Society adapting to AI also refers to longtermism’s 
ambition for posthuman enhancement [10]. From the opposite position, DAIR’s text argues that technology should adapt 
to society to protect human rights: “we do not agree that our role is to adjust to the priorities of a few privileged 
individuals and what they decide to build and proliferate. We should be building machines that work for us, instead of 
adapting society to be machine readable and writable.” DAIR’s text reinforces its plural understanding of humanity, 
emphasizing the different underlying assumptions about the role of technology in shaping society. 

4.4 Attribution of Responsibility 
Finally, we present the cluster where FLI and DAIR touch upon accountability and AI technologies. In this section, we 
examine different views on the responsibilities of developing and running AI-based tools. 

DAIR underscores the responsibility of for-profit corporations and startups for driving AI development. They write, 
“The onus of creating tools that are safe to use should be on the companies that build and deploy generative systems, 
which means that builders of these systems should be made accountable for the outputs produced by their products.” 
Analyzing this passage through the lens of ongoing harm reveals DAIR’s portrayal of AI as a human-made technology, 
with developers held responsible for its consequences, rather than viewing AI as mysterious, emergent black boxes, as 
FLI seems to imply. 
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In contrast, FLI’s anthropomorphization of AI systems (“artificial digital minds” and “systems with human-
competitive intelligence”) reflects longtermist concerns about possible existential risks from misaligned AI systems. By 
depicting them as autonomous entities capable of independent thought, FLI suggests that accountability is distributed 
among the AI, policymakers who fail to regulate their development, and the developers themselves. In other words, 
responsibility for any harm caused by AI systems is not solely placed on their creators. 

This difference in attributing responsibility also implies distinct approaches to addressing the challenges posed by AI, 
stemming from their divergent concerns. While both FLI and DAIR advocate for more regulation, they do so from 
significantly different perspectives. FLI, concerned about AI as a potential existential risk if not developed with extreme 
caution, emphasizes the need for robust AI alignment research and the development of fail-safe mechanisms to ensure AI 
systems remain aligned with human values. This focus on AI systems’ potential autonomy and agency reflects their 
belief that AI poses a risk if not developed with utmost care. On the other hand, DAIR is concerned with avoiding 
injustices and ongoing harm and calls for more immediate actions such as regulation, transparency, and inclusiveness in 
AI development processes. Their focus on the responsibility of the broader system highlights their commitment to 
addressing the challenges posed by AI in the context of present-day issues and inequalities. 

5 Conclusions: Urgent Takeaways for HCI 
We have teased out some ideological underpinnings in the discourse on LLMs and AI. The dichotomy between the 
lenses of existential risk and ongoing harm is the crux of the disagreement between key voices5 in AI regulation, 
governance, and societal impact. FLI adopts a longtermist perspective, focusing on potential existential risks posed by AI 
in the distant future. This perspective, while highlighting potential future threats, diverts attention and resources from 
addressing ongoing harms and violations of human rights, thereby exacerbating social inequities. In stark contrast, DAIR 
emphasizes the immediate harms of AI technologies. They advocate for transparency and accountability, focusing on the 
urgency to address present-day challenges that include human rights, inclusiveness, and ongoing harm. This focus 
recognizes the importance of inclusive, participatory processes that account for the voices of marginalized and affected 
communities. 

HCI researchers cannot lose sight of the fact that adopting AI is not merely a question of which processes to automate 
but a deliberate choice with far-reaching consequences. HCI's role extends beyond simply exploring the technological 
frontier; it also entails asking critical questions about ethics. The call for AI regulations is fraught with ideological 
complexities: FLI and DAIR’s perspectives are not equivalent, and HCI researchers must navigate these divergent 
perspectives as they shape the future of AI research, regulation, and societal impact. The immediate consequences of 
longtermism lead to neglecting marginalized communities, exacerbating social inequalities, and undermining efforts to 
address ongoing harm and human rights violations. We believe that HCI’s engagement with AI and its societal impact 
should focus on these harms and advocate for the rights and voices of the marginalized. Making design choices that 
contribute to this focus should become standard practice. 
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